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Introduction 
Artificial intelligence (AI) is no longer a futuristic concept in 

medicine - it is increasingly shaping clinical practice, decision-

making, and healthcare administration.1 From AI-powered 

diagnostic tools to chatbots assisting medical students in their 

studies, these technologies offer enhanced efficiency in patient 

care, greater precision in diagnostics, and reduced workload for 

healthcare professionals. However, their rapid integration also 

introduces complex ethical dilemmas that challenge fundamental 

principles of medical ethics, including autonomy, justice, 

beneficence, and non-maleficence.2 

 

A central issue in this debate is how to ensure that AI enhances 

rather than undermines ethical medical practice. Issues of ethical 

concern, such as preserving patient autonomy, balancing AI and 

human judgment in decision-making, ensuring transparency, 

addressing algorithmic bias and fairness, and safeguarding data 

privacy and ownership, form a large part of modern ethical 

discourse.3 Recognizing the significance of these issues, various 

organizations, including the World Health Organization (WHO), 

are actively developing guidelines for best practices in AI-driven 

clinical applications. In particular, the WHO has identified six core 

principles for AI in healthcare: (1) Protect autonomy; (2) Promote 

human well-being, safety, and the public interest; (3) Ensure 

transparency, explainability, and intelligibility; (4) Promote 

responsibility and accountability; (5) Ensure inclusiveness and 

equity; and (6) Ensure AI remains adaptable and sustainable.4 

 

As AI becomes deeply ingrained in healthcare, medical students, 

educators, and regulators must proactively address its ethical 

challenges. Future physicians require structured AI ethics 

education, institutions must establish governance frameworks 

and ethics committees for responsible AI deployment and 

regulatory bodies must implement policies that protect patient 

rights, ensure transparency, and uphold ethical standards in 

medical practice.5 Given AI’s transformative potential, it is 

essential to address its rapid evolution with a structured and 

forward-thinking approach rather than relying on reactive 

regulatory measures that struggle to keep pace with AI 

advancements or allowing AI models to self-regulate. 

 

This editorial examines the ethical dilemmas surrounding AI in 

healthcare, emphasizing the importance of AI literacy in medical 

education, regulatory oversight, and ethical governance. As AI 

continues to shape medical practice, it is crucial for healthcare 

professionals, educators, and policymakers to implement 

safeguards that ensure fairness, transparency, and accountability. 

AI must remain a tool that supports, rather than dictates, clinical 

decision-making. Its integration into healthcare should be guided 

by rigorous oversight, continuous ethical evaluation, and a 

commitment to patient-centered care. 

 

Patient Autonomy and AI Decision-Making 

The increasing use of artificial intelligence in clinical settings is 

reshaping longstanding understandings of patient autonomy. At 

the heart of ethical medical practice lies the patient’s right to 

make informed decisions about their care. While AI systems have 

introduced new opportunities for personalizing medicine, they 

also raise difficult questions about transparency, consent, and the 

patient’s role in decision-making. 

 

AI tools are now capable of analyzing complex clinical datasets, 

including electronic health records, laboratory results, and 
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imaging, to provide tailored recommendations that might 

otherwise take hours for clinicians to compile. In theory, this 

enhances autonomy by equipping patients with more 

information about their condition and options. Evidence suggests 

that when patients are presented with AI-supported information, 

they are more likely to participate actively in care planning, which 

can lead to improved clinical outcomes.6 

 

Yet the reality is more nuanced. Many AI systems, particularly 

those using deep learning techniques, are poorly understood by 

clinicians themselves, let alone patients. These so-called “black 

box” models generate outputs through processes that are not 

easily interpretable, which means that even when a 

recommendation is accurate, the reasoning behind it may be 

unclear. This lack of transparency undermines the shared 

understanding that is essential to informed decision-making.6 In 

one study, patients described feeling excluded when clinicians 

could not explain how AI-derived conclusions were reached, 

weakening trust in both the care and the clinicians providing it.6  

 

This challenge is compounded by a lack of clear standards around 

disclosure. Patients are not routinely informed when AI tools are 

used to support decisions about their diagnosis or treatment. 

Although ethical and legal frameworks emphasize the 

importance of informed consent, few address the role AI plays in 

shaping clinical judgments.6 Without explicit acknowledgment of 

AI’s involvement, patients may remain unaware of its influence on 

their care. 

 

From the clinician’s perspective, AI is often seen as a valuable 

support system helping prioritize cases, reduce cognitive load, 

and improve diagnostic precision. For example, Clare, an AI triage 

tool implemented at OSF Healthcare, was shown to enhance the 

efficiency of patient prioritization.7 However, its effectiveness 

depended on the critical engagement of physicians who 

interpreted its outputs within the clinical context. Where AI is 

followed unquestioningly, it risks supplanting rather than 

supporting medical expertise. 

 

There is also growing evidence that patients are not always aware 

when AI systems are involved. A case study found that many 

patients were unaware that their diagnostic journey had been 

shaped in part by algorithmic input, raising concerns about 

transparency and patient satisfaction.8 

 

Meeting these challenges requires changes in how physicians are 

trained. Beyond understanding how AI tools work, clinicians must 

be able to communicate their use to patients in language that is 

both clear and respectful. Medical education must incorporate 

not only technical instruction but also ethical training, particularly 

around consent and patient-centered communication.9 

 

While AI has the potential to support autonomy by delivering 

more personalized care, its success depends on ensuring that 

patients are fully informed, and clinicians remain actively 

engaged. Upholding autonomy in the AI era requires more than 

access to technology - it demands clarity, communication, and a 

commitment to preserving the patient’s voice at the center of 

clinical care. 

 

Algorithmic Bias and Fairness in AI 

The promise of artificial intelligence in healthcare is often framed 

around its ability to enhance efficiency, accuracy, and consistency. 

However, these benefits are not universally distributed. AI 

systems, like any tool shaped by human input, are vulnerable to 

bias - particularly when the data used to train them fails to reflect 

the diversity of the populations they are intended to serve. 

 

Algorithmic bias in healthcare can lead to significant disparities in 

diagnosis, treatment, and outcomes. This often stems from 

unrepresentative or incomplete datasets. For example, AI models 

used in dermatology have been shown to perform poorly when 

assessing images of darker skin tones, a consequence of training 

datasets dominated by light-skinned individuals.10 

 

One of the most cited examples of algorithmic bias comes from 

a study by Obermeyer et al., which revealed that a widely used 

risk prediction tool consistently underestimated the healthcare 

needs of Black patients. The algorithm used past healthcare costs 

as a proxy for health status, inadvertently reinforcing structural 

inequities that result in lower spending on Black patients. As a 

result, individuals with significant medical needs were 

systematically deprioritized.3 

 

Bias can be introduced at any stage of AI development - during 

data collection, algorithm design, or deployment. Its effects are 

often difficult to detect without proactive auditing. Nonetheless, 

unchecked bias can entrench existing disparities and violate 

fundamental ethical principles of justice and equity. Public health 

experts have warned that without targeted interventions, AI may 

exacerbate the very inequities it is often touted to reduce.11 

 

Addressing algorithmic bias requires a deliberate, system-wide 

approach. First, training datasets must be diversified to accurately 

reflect variations in ethnicity, gender, socioeconomic status, and 

geography. Second, algorithms must be designed with fairness 

metrics in mind, incorporating checks at every phase of 

development. Regular audits and impact assessments are 

essential to monitor performance across different demographic 

groups.12 

 

Transparency is also crucial. Encouraging open science practices 

- such as the publication of model architecture, training data 

sources, and validation strategies - allows independent reviewers 

to evaluate the fairness and reliability of AI tools.13,14 This 

openness fosters accountability and helps restore public trust in 

healthcare systems increasingly reliant on algorithmic decision-

making.  

 

Medical professionals have a key role to play. Physicians must be 
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trained to recognize the potential for bias in AI outputs and 

understand how these tools may perform differently across 

patient populations. Cultural competence, critical appraisal skills, 

and an awareness of social determinants of health should be 

embedded within medical education to ensure equitable use of 

AI in clinical practice.15 

 

Ultimately, the ethical integration of AI depends not only on its 

technical performance but also on its alignment with the 

principles of fairness and justice. To serve all patients equitably, 

AI systems must be designed and deployed with an awareness of 

the systemic inequities they risk perpetuating. Ensuring that these 

technologies work for everyone - not just those best represented 

in the data - must remain a central concern in their development 

and use. 

 

Table 1 presents key examples of how algorithmic bias has 

impacted clinical care, highlighting the real-world consequences 

of deploying AI systems without adequate safeguards. These 

cases reflect the urgent need for deliberate, equity-focused 

design and oversight in healthcare AI. 

 

Data Privacy and Ownership 

The rise of artificial intelligence in healthcare has brought 

longstanding questions of data privacy and ownership into 

sharper focus. As AI models depend heavily on vast quantities of 

patient data to function effectively, concerns have emerged over 

how this data is sourced, who controls it, and whether patients 

retain any meaningful agency over its use. 

Historically, debates over data ownership in medicine have been 

limited to academic and legal circles. However, the involvement 

of non-medical entities, particularly private technology 

companies, have complicated this landscape. In an increasingly 

competitive market, the pressure to develop more advanced and 

cost-effective AI tools often comes at the expense of ethical 

considerations around consent, privacy, and transparency.16,17 

 

A widely discussed example is the use of online medical images, 

such as mammograms, for training AI models. While this may 

seem efficient, questions quickly arise: Were these images 

obtained with patient consent? Did the institutions that uploaded 

them have the right to do so? Should hospitals or companies be 

considered the owners of clinical data, or do those rights 

ultimately belong to the patients themselves? 

 

These questions echo historical injustices, most notably the case 

of Henrietta Lacks. In 1951, cancerous cells were taken from her 

without her knowledge or consent and later became the basis of 

the HeLa cell line - one of the most important tools in biomedical 

research. It took decades for her family to even learn of the cells’ 

existence, let alone be included in decisions about their use or 

benefit from their commercial applications.18-23 The legacy of her 

case serves as a powerful reminder that scientific progress must 

never come at the expense of individual rights. 

As medicine becomes increasingly entangled with non-medical 

entities, traditional ideas of consent must evolve, or risk 

becoming outdated. If accepted standards are applied 

uncritically, ethical breaches may occur. Table 2 highlights how 

these risks may unfold in practice. 
 

The use of patient data to train AI models today carries similar 

ethical risks. For instance, if publicly available scans are used 

without clear consent or de-identification, there may be breaches 

of both privacy and trust. Additionally, when such data is 

collected across jurisdictions, the question of which privacy laws 

apply becomes increasingly complex. The 2016 collaboration 

between DeepMind and the Royal Free NHS Foundation Trust 

exemplifies these concerns, as it was criticized for transferring 

patient data without adequate transparency or safeguards.25 

 
Table 1. Illustrative Cases of Algorithmic Bias and Their 

Consequences in Healthcare AI. 

 

Example Description Impact 

Obermeyer et 

al. (2019) 

Study 

AI underestimated Black 

patients' health needs based 

on cost predictions. 

Potential denial of 

care, widening 

disparities. 

Skin Cancer 

Detection 

Less accurate for darker-

skinned patients due to 

light-skinned training data. 

Missed diagnoses, 

harming minority 

health. 

VBAC 

Algorithm 

(2007) 

Biased against non-White 

women by assuming White 

symptom patterns. 

Unequal risk 

assessments, 

limiting care access. 

 

Table 2. Scenario and Impact Analysis of Lack of Patient 

Autonomy in the Development of AI Systems. 

 

Scenario Impact 

Use of scans without prior 

authorization from academic 

sources 

Potential violation of intellectual 

property rights 

Lack of patient consent for data 

use 

Erosion of patient agency and 

informed choice 

Use of publicly available scans 

without context (e.g. nationality, 

case history) 

1. Risk of misdiagnosis or bias 

due to missing clinical context 

2. Unregulated cross-border data 

transfers, including to politically 

sensitive jurisdictions24 

Diagnostic outputs generated by 

non-medical entities (e.g. tech 

companies) 

Circumvention of data privacy 

laws that apply to regulated 

healthcare providers 
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Compounding the issue is the regulatory gap between medical 

and non-medical actors. While frameworks like the Health 

Insurance Portability and Accountability Act (HIPAA) and the 

General Data Protection Regulation (GDPR) govern health data 

within clinical settings, tech companies developing AI tools often 

operate outside these constraints.26-29 To address these gaps, 

some have proposed rethinking data ownership models. Rather 

than viewing data as the property of institutions, dynamic consent 

frameworks could position patients as active stakeholders, with 

rights to grant or withhold permission, define terms of use, and 

even share in downstream benefits:,30-32 Hospitals, as data 

custodians, may serve as intermediaries in this model, facilitating 

transparent agreements between patients and data users. 
 

Figure 1 illustrates how responsibilities for data ownership may 

shift between patients, healthcare providers, institutions, and 

commercial developers, depending on the regulatory 

environment and consent model in place. This visual offers a 

framework for understanding the complexity of stakeholder roles 

in data governance and the necessity of rethinking ownership in 

an AI-driven healthcare system. There remains scope for 

improvement, as is the case with any evolving concept, but 

recognizing ownership and consent as dynamic is a critical first 

step. These principles must be actively re-evaluated and embedded 

in the rapidly transforming landscape of digital medicine.33-35 

 

The ethical foundations of autonomy, fairness, and privacy are 

tightly interconnected. A lack of transparency in AI systems 

undermines patient autonomy and obscures bias, as opaque 

algorithms hinder interpretability and trust. Strong data privacy 

protections are essential to maintaining public confidence. Without 

them, patients may be less willing to share information, thereby 

limiting the effectiveness of AI and reinforcing health disparities. 

 

Meeting these challenges requires collaboration among 

stakeholders. Medical education should incorporate AI ethics, 

explainability, and patient-centered communication to prepare 

clinicians for technology-driven healthcare environments.9 Recent 

developments, such as the World Health Organization’s 

designation of the Digital Ethics Centre at Delft University of 

Technology as a Collaborating Centre on AI for Health 

Governance in 2025, highlight growing global momentum. The 

WHO’s six core principles - protecting autonomy, promoting 

safety and well-being, ensuring transparency, fostering 

accountability, supporting equity, and enabling sustainability - 

offer a robust foundation for ethical oversight.4 

 

AI offers tremendous potential to transform healthcare by 

reducing inefficiencies, enhancing research, and improving access 

to specialized care, particularly in underserved regions. However, 

this progress must be aligned with ethical safeguards that 

preserve the integrity of clinical practice and uphold patient 

dignity. Redefining data ownership and reinforcing patient 

autonomy can support a shift from passive data extraction to 

participatory governance, positioning patients as collaborators in 

their care, not mere data points. 

Figure 1. Conceptual Models of Data Ownership Distribution Among 

Healthcare Stakeholders. 

 
Legend: Infographic created using Canva (free version). Author’s own creation. 

 

As legal systems work to catch up with technological change, 

patient awareness will remain a cornerstone of ethical 

implementation.36 Grassroots advocacy can help increase 

understanding of data rights, identify and address bias, and push for 

stronger regulatory protections. Empowering patients with the 

technical literacy needed to understand and assert their rights will 

foster greater confidence and control over how their data is used.37,38 

 

As AI reshapes healthcare, ethical integration is essential to 

ensuring that innovation serves patients rather than displacing 

them. By promoting transparency, securing consent, addressing 

bias, and safeguarding privacy, stakeholders can build a 

healthcare system grounded in equity, accountability, and trust. 

 

AI Ethics in Medical Education: Preparing Future Physicians 

As artificial intelligence becomes more integrated into clinical 

practice, its presence in medical education has become 

unavoidable. AI tools, including chatbots and large language 

models, are now widely used by students for study assistance, 

summarizing content, and engaging in interactive learning 

environments. Many report these tools as helpful for saving time 

and reducing anxiety during learning, particularly when 

managing routine tasks., 39, 40 

 

The use of ChatGPT among medical students has expanded 

significantly. By 2023, studies showed usage rates between 30–

50% in high-income and international institutions, and over 75% 

in low- and middle-income countries.41,42 These trends reflect 

growing accessibility and reliance on AI platforms in academic 

settings. While earlier versions of ChatGPT achieved modest 

accuracy on licensing exams (58% with GPT-3.5), more recent 

iterations, such as GPT-4, have demonstrated notable improvements, 

reaching 81% accuracy and passing most assessments.43,44 

 

Despite these gains, ethical and academic concerns persist. A 

2024 cross-sectional study of 614 medical students in Egypt 

found that while 78.5% had used ChatGPT and 64% found it 

helpful, 71.3% expressed concern about its potential misuse, 
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particularly regarding academic integrity, privacy, and the risk of 

policy violations.42 

 

Medical education has always been about more than 

memorization or exam performance. Its foundation lies in 

nurturing critical thinking, ethical reasoning, and compassionate 

care. As AI becomes more prevalent in clinical settings, medical 

training must evolve accordingly. Future physicians must not only 

understand how to use AI but also how to question it, interpret it 

responsibly, and recognize its limitations. 

 

The urgency of this transformation is reflected in recent 

scholarship and practice. Research suggests that physicians who 

integrate AI tools effectively can improve clinical outcomes.45,46 

However, meaningful integration requires more than technical 

skills. It demands ethical judgment and contextual awareness - 

particularly in settings where resource limitations or population-

specific factors may challenge AI applicability. Studies from sub-

Saharan Africa and Southeast Asia have demonstrated that 

algorithms trained on data from high-income countries often 

perform poorly when deployed in different clinical environments.47,48 
 

To prepare students for these realities, medical education must 

focus on critical competencies, including: 

● Evaluating AI critically: Students should learn when AI 

enhances care and when it should be challenged. 

● Balancing human and algorithmic judgment: 

Clinicians must know when statistical outputs fail to 

capture a patient's lived experience. 

● Addressing health disparities: Curricula must 

emphasize how AI can unintentionally reinforce 

systemic inequities. 

● Communicating transparently with patients: Future 

physicians need to explain the role of AI in patient care 

clearly and ethically. 

 

Yet, formal training on these issues remains rare. Evidence shows 

that patients interpret algorithmic health recommendations 

differently than those provided by physicians, creating a new 

layer of complexity in patient communication.49, 50 Bridging this 

gap will require structured curricular reforms. 

 

Based on current literature and educational theory, five key 

reforms are recommended: 

1. Case-based learning using real-world AI examples: 

Embedding cases that reveal algorithmic limitations, 

particularly in under-resourced settings, promotes 

contextualized learning.51 

2. Interdisciplinary collaboration: Involving ethicists, 

data scientists, and clinicians fosters a more complete 

understanding of AI’s impact. 52 

3. Structured communication training: Teaching 

students to discuss AI outputs with patients in clear, 

honest terms helps avoid overreliance or misplaced 

trust. 

4. Bias recognition and mitigation: Training on how 

datasets reflect and reinforce social inequities is 

essential for ethical AI use. 11, 53 

5. Simulation of clinical decision-making with AI 

support: Encouraging students to weigh AI 

recommendations against clinical judgment reinforces 

the principle that AI should support, not replace, human 

decision-making. 

 

Ultimately, the goal is not simply to teach AI proficiency but to 

cultivate what scholars have called “contextual wisdom” - the 

ability to adapt AI use to different patient needs, settings, and 

ethical considerations.54 Medical schools that succeed in this will 

graduate physicians who can harness the benefits of AI while 

remaining grounded in the values that define responsible and 

humane medical practice: beneficence, non-maleficence, justice, 

and respect for patient autonomy. 

 

Future Directions: AI Governance & Ethical Guidelines 

As artificial intelligence continues to reshape healthcare, from 

diagnostics and triage to administrative operations, establishing 

robust ethical and regulatory frameworks has become essential. 

Without these safeguards, AI implementation risks perpetuating 

biased decision-making, compromising data security, and 

undermining trust in medical systems.55,56  

 

Recent research has emphasized both the transformative 

potential of AI in improving clinical workflows and the ethical 

vulnerabilities that arise when regulation fails to keep pace with 

innovation. Key challenges include algorithmic bias, cybersecurity 

risks, and fragmented oversight, all of which threaten the safe, 

equitable, and responsible adoption of AI in healthcare settings.57, 

58, 59 Addressing these concerns is not just a compliance issue but 

an ethical imperative. AI must enhance, not replace, clinical 

judgment, and it must do so in ways that are transparent, 

accountable, and fair.60,61  

 

A comprehensive governance strategy is necessary to guide the 

development and deployment of AI tools. Policymakers must 

enact clear and enforceable regulations that define liability, 

mandate transparency, and incorporate mechanisms for 

monitoring algorithmic fairness.62 Beyond the legal realm, 

educational institutions and professional boards also have a role 

to play. By embedding AI ethics and digital literacy into medical 

training, future physicians can be equipped to assess algorithmic 

outputs critically and advocate for their patients in increasingly 

complex clinical environments.63-65 

 

In addition to preventive regulation, real-time oversight 

mechanisms are needed. The establishment of independent 

auditing bodies focused specifically on AI in medicine would 

allow for continuous evaluation of safety, equity, and efficacy as 

technologies evolve.66-68 These efforts must go beyond technical 

performance assessments to include social, cultural, and ethical 
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dimensions—recognizing that the consequences of AI in 

healthcare extend far beyond clinical outcomes alone. 

 

While AI has immense potential to improve healthcare delivery 

and outcomes, its long-term success depends on embedding 

ethical considerations into every stage of its lifecycle. Developing 

trustworthy AI systems requires ongoing collaboration among 

technologists, clinicians, patients, ethicists, and regulators. By 

ensuring that these systems are transparent, equitable, and 

accountable, healthcare can benefit from innovation without 

compromising its fundamental ethical commitments. 

 

Conclusion 

Artificial intelligence is no longer a theoretical possibility in 

medicine- it is an active and expanding force within clinical care, 

research, and education. While its potential to enhance 

diagnostics, streamline processes, and extend access is well 

recognized, its integration raises equally significant ethical 

considerations that demand critical attention. 

 

This editorial has examined how AI challenges established 

principles of autonomy, fairness, and privacy. From the risk of 

opaque decision-making and algorithmic bias to questions 

surrounding consent and data ownership, AI has exposed ethical 

blind spots across multiple domains of healthcare. These are not 

isolated concerns; they reflect deeper systemic gaps that require 

coordinated responses. 

 

Preparing future clinicians to navigate these challenges will 

require more than technical fluency. Medical education must be 

restructured to equip students with the tools to interpret, 

question, and ethically apply AI within diverse clinical contexts. 

Ethical reasoning, communication skills, and an understanding of 

social determinants of health must be integrated alongside 

digital literacy. 

 

At the same time, governance must evolve. Regulatory 

frameworks must be clear, enforceable, and responsive to the 

rapidly changing technological landscape. Policies should ensure 

accountability, uphold transparency, and protect patients from 

harm, regardless of the complexity of the tools in use. 

Crucially, patients must remain at the center of this 

transformation. Empowering individuals with control over their 

data and ensuring meaningful participation in the development 

and implementation of AI tools are essential steps in maintaining 

trust and dignity in care. 

 

The future of AI in healthcare will be defined not only by its 

capabilities, but by the ethical choices that shape its use. By 

embedding fairness, accountability, and respect for persons at 

every level, from policy to practice, we can ensure that AI 

strengthens, rather than compromises, the foundations of 

medical ethics. 

 

In This Issue 
This issue features a diverse collection of original research, 

reviews, and experience-based articles that reflect key challenges 

and innovations in global health and medical education. Original 

studies explore a range of topics, including medication adherence 

in patients with chronic diseases in India,69 the impostor 

phenomenon among Sudanese medical students,70 biases in 

interprofessional healthcare education,71 and the under-

recognition of sports and exercise medicine.72 Clinical research 

includes a case series on pediatric hepatoblastoma73 and a 

national database analysis of psychiatric outcomes in patients 

with trigeminal neuralgia.74 Mental health and educational 

innovation are further highlighted through a pilot curriculum 

developed for minority youth.75 A critical review addresses 

academic burnout among Mexican medical students,76 while a 

case report illustrates the complex management of a hydatid cyst 

with biliary complications.77 The experience articles provide 

powerful insights from frontline work, including public health 

training initiatives in the UK78 and Pakistan,79 reflections on 

surgical life,80 and educational tools for geriatric care.81 Together, 

these contributions shed light on the evolving landscape of 

medical practice and training across different regions and 

discipline 
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