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The father of modern computers Alan Turing provided us with a basis to understand intelligent machines through his infamous “Turing test” where machines were tested to determine their capability to think as human beings.1 The term artificial intelligence (AI) was coined years later in 1956 by John McCarthy.2 Until recently, most machines would fail the test but current advances and leaps in technology have made ChatGPT Version 4 and Eugene Goostman, a program devised by Google to pass the Turing test.3,4 AI in medicine can be used via two interfaces-virtually through big data applications or physically through robots, artificial neural networks, and prostheses. AI working using big data applications are known as large language model (LLM). LLM are trained using large amounts of data collected so that they can generate responses to queries given by the user. On the other hand convolutional neural networks (CNN) (a type of neural network based on AI) are used to perform decision-making tasks with minimal human input through heuristics.5 This editorial aims to discuss potential applications, current use, existing legal regulatory framework, challenges, future directives and calls to stakeholders on AI in medicine and medical education.

AI: Potential and Current Use
AI is at the precipice of completely revolutionizing healthcare as we know it. AI can improve medical education by personalizing education to individual student, increase diagnostic precision, aid healthcare professionals in decision-making, and reduce human error. Students at Duke and Stanford University are currently supporting studies on building enhanced technologies using AI to integrate into existing curricula and healthcare practices.6 The Human Diagnosis Project aims to improve diagnosis and provide it at accessible rates by assimilating machine learning to physician diagnosis.6 Homer Stryker School of Medicine and “Resource Medical” have collaborated to provide simulation center using AI for medical students to train.7 Educators can be assisted by AI to better understand their student weaknesses and develop tailor-made courses, which the students can access and when the students make an error the AI can detect the student’s weak point and assist students in overcoming the same. The Radiology department at the University of Florida is using AI to enhance mammography detection rates. Certain medical universities have introduced courses for their students to learn about upcoming technological healthcare innovations. To reduce human error during prescription AIs are being incorporated such as MedAware, MedEye, and MedPass.6

The use of AI in the field of research has exploded. AI and especially generative AI has been a useful aid in scholarly writing by improving vocabulary and grammar. Antiplagiarism programs are using AI for plagiarism checks and AI can assist in database searches and literature reviews. PubMed, a free database containing millions of articles, has updated its search algorithm using Best Match (BM25) and LambdaMART (L2R) AI algorithms. The Best Match will process the search results and L2R will then rerank the first 500 results. The function of query suggestion, query expansion, author name disambiguation, and automatic article indexing are also done by AI.7 Despite these benefits, numerous obstacles must be overcome before AI becomes a staple in the medical field.

Obstacles in AI adoption
The four pillars of bioethics serve as a foundational framework for ethical decision-making in healthcare and are followed by all healthcare personnel.8 The pillars are autonomy, beneficence, non-maleficence, and justice. Hence it is sought to reason that the ever-evolving, dynamic sphere of AI should also be bound to the same pillar. The examination of AI should first ask the question: is AI a moral agent, and if not, should AI be built to be such an agent?9

Manipulation and Bias
The base of a future clinician starts from the education they receive as an undergraduate. With the proliferation of AI and use of LLM, there can be a worry that misuse by companies can cause manipulation and impose hidden influences on their user. Through algorithmic manipulation, AI can target and exploit the decision-making capacities of its users. The Cambridge Analytica
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scandal\textsuperscript{10} was able to instill hate among communities through targeted political advertisements and with medicine so closely intertwined with politics - it seeks to reason that psychological manipulation can be done to bypass users’ autonomous will. More worrying is the concept of “garbage in, garbage out” where AI is taught using pre-existing datasets that have an underrepresentation of minorities or contain racist, and sexist stereotypes and the usage of the AI to solve queries can lead to the reinforcement of these stereotypes.\textsuperscript{11} CNNs were found to be less effective in diagnosing skin lesions in black patients than their white counterparts.\textsuperscript{12} This is especially worrying as blacks have a higher mortality rate for melanoma and early diagnosis is key to improving survival outcomes. In equally sick black and white patients AI misdiagnosed the black patients as healthy and gave higher priority to whites.\textsuperscript{13} Prediction models for heart attacks misdiagnosed women patients and on further investigation, it was found that the model was trained exclusively on male datasets.\textsuperscript{12} In clinical trials and animal studies, male sex have been preferred historically, and datasets generated from such studies when incorporated in AI can exacerbate the gender bias in healthcare.

**Autonomy and Informed Consent**

With the integration of AI into healthcare, it is not in the near distant future that AI-driven treatment plans will be made by physicians. Doctors have an ethical responsibility to inform and patients have the right to be aware of the impact the AI system is having on their successful or unsuccessful treatment. Currently, most AI systems are made using black-box algorithms and there is a lack of transparency on how the AI came to the treatment plan. The question arises if a treatment has failed, who should be held responsible - the AI or the healthcare professional?\textsuperscript{13} There are currently no clear legal regulations and due to this, it hinders a patient’s autonomy as they will not have the full information to make an informed choice.

**Data Privacy**

Most AI organizations are private organizations, and the integration of AI in medicine needs a significant amount of data to train algorithms to accurately diagnose and formulate a treatment plan. The access to such data is where the issue of privacy comes into play as there are no universal protocols for data encryption and sharing for AI projects. Furthermore, even if data was delinked, de-identification of photos and radiographic images is impossible especially if the photos or radiographic images contain unique or identifiable features. Search histories and data from smart appliances are not covered under the Health Insurance Portability and Accountability Act (HIPAA) and can be used to triangulate an individual. The access and security of AI generated treatment plans remains unanswered.\textsuperscript{14} This stored data containing millions of patients’ healthcare information can be sold on the dark web if adequate cybersecurity measures are not taken.

**Legal Concerns**

The legality of AI in medicine is murky with policymakers having been unable to formulate definitive laws and the existing laws (Table I) are rudimentary at best.\textsuperscript{15}

**Other Concerns**

Future clinicians will be dependent on AI for the majority of their decisions and will be intellectually lazy with reduced critical thinking capacity than their current counterparts.\textsuperscript{16} AI applications despite having improved medication management have been noted to overprescribe medications.\textsuperscript{17} All of these can lead to a loss of doctor-patient trust.\textsuperscript{18} AI-powered devices will exacerbate existing disparities in medical outcomes among countries as usage of an AI-powered device requires stable electricity and a stable WiFi connection with affordable data plans all of which many Low-income countries (LIC) and Low middle-income countries (LMIC) do not have. For female students, certain AI applications have been used to morph their pictures and videos. These morphed pictures and videos can be done through a multitude of ways-superimpose one face onto another, manipulate lip and face movement to sync to a different audio track and generate synthetic body movements. They are then circulated using social media.\textsuperscript{19} Their exchange leads to psychological distress, and damage to professional and personal relationships.

**Integration of AI in Medical Curricula**

**In Medical Education**

Previous studies have noted medical students are eager for AI and believe AI will have a positive impact on medicine but they have perceived a need to transform medical curriculum to incorporate AI.\textsuperscript{20,21} The existing educational gaps noted by the students were a lack of knowledge and trust in AI applications, inadequate training to solve AI ethical issues, and inability to inform their patients about the features and risks of AI.\textsuperscript{20} Quinn T et al.,\textsuperscript{22} suggest an outline for embedded 4 steps AI ethics education framework. The first step includes the formulation of new AI lessons on ethics; the second step will be the crucial step where alignment of the newly formulated AI lessons into the existing curricula will be done; the third step is the education of the teachers in prerequisite technical AI knowledge and the final step will be the dissemination of the knowledge to medical students using interactive visual aids or case-based discussion.

The feasibility of such a framework is questioned as the major barriers remain on what and how AI ethics material should be incorporated into a medical student’s already intensive and packed curriculum. The second barrier is that medical colleges do not have data scientists or engineers as faculties and hence pre-existing faculty who may be ill-equipped will have to be the primary instructors. Li et al.\textsuperscript{13} found that performance expectancy, hedonic motivation, and trust affected the use of AI by medical students. Based on this they recommended enhanced awareness towards AI and enrichment of the pre-existing curriculum. For improving performance expectancy, medical educators should teach medical students the perfect way of incorporating AI to improve their scholastic performance, for hedonic motivation medical educators should use visual aids to deliver instruction on the usage of AI, and for trust students need to recognize that their educators are well versed in AI rather than faculty who have been burdened to teach about AI to their students.
Table 1. Legal Regulation in the United States and Europe for Artificial Intelligence (AI), 15-19

<table>
<thead>
<tr>
<th>Regulation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Regulations in United States</strong></td>
<td></td>
</tr>
<tr>
<td>Medical Devices</td>
<td>It is regulated by the FDA under the US Federal Food, Drug, and Cosmetic Act (FDCA). Instruments, apparatus, implants, and other articles intended for diagnosis, treatment, or affecting bodily functions are defined as medical devices. Certain medical and decision support software functions are exempt from FDA regulation, if they are related to administrative support, lifestyle maintenance, patient records, and clinical data handling.</td>
</tr>
<tr>
<td>21st Century Cures Act</td>
<td>This act aims to improve access to medical research and therapies. It also provides funding for the National Institutes of Health.</td>
</tr>
<tr>
<td>Draft Guidance on Clinical Decision Support Software</td>
<td>FDA has outlined criteria for exemption and emphasized the importance of transparency and user understanding in software recommendations.</td>
</tr>
<tr>
<td>Software Pre-Cert Pilot Program</td>
<td>FDA has launched a pilot program to pre-certify digital health developers based on criteria such as patient safety and product quality, allowing streamlined or exempted review processes for low-risk software devices.</td>
</tr>
<tr>
<td>Proposed Regulatory Framework for AI/ML-based Software</td>
<td>FDAs proposed a regulatory framework for AI software working as medical devices. The proposed framework should prioritize optimizing performance and effectiveness while reducing risks.</td>
</tr>
<tr>
<td>2023 AI Legislations</td>
<td>25 states introduced legislation on AI and 18 states adopted the legislation. From Feb 1, 2024, Connecticut required the State Department of Administrative Services to assess AI systems used by state agencies to rule out unlawful discrimination by AI. Louisiana requested the Joint Committee on Technology and Cybersecurity to assess the impact of AI on policies and operations. Maryland introduced a grant program assisting small and medium-sized manufacturing industries in implementing industrial AI. North Dakota redefined a person where inanimate objects such as AI and animals were excluded from the definition. Councils were created by North Dakota, Puerto Rico, and West Virginia to monitor AI used by state agencies. Law and policymakers also debated on measures to assess the impact of AI, specific privacy, and ethical issues related to facial recognition software and autonomous cars.</td>
</tr>
<tr>
<td>White House Executive Order on AI</td>
<td>Key highlights of the executive order include the sharing of safety results by AI developers, establishing guidelines for safety, privacy, and algorithmic fairness, and protection against AI-enabled fraud.</td>
</tr>
<tr>
<td>2024 Guidelines</td>
<td>By Dec 1, 2024, all agencies will have to implement AI safeguards or cease using the technology.</td>
</tr>
<tr>
<td><strong>Regulations in Europe</strong></td>
<td></td>
</tr>
<tr>
<td>Classification Process under Medical Device Regulation (MDR)</td>
<td>The MDR introduces changes in the classification process of medical devices with software used for prediction or prognosis being classified as a medical device.</td>
</tr>
<tr>
<td>Classification of Software under MDR</td>
<td>AI software targeted towards diagnosis or treatment will be classified as class IIa, IIb, or III depending on the potential impact on health. Others are classified as class I.</td>
</tr>
<tr>
<td>Conformity Assessment under MDR</td>
<td>All medical devices undergo a conformity assessment before being released to the market. The assessment procedure varies based on device classification and type.</td>
</tr>
<tr>
<td>EU AI Act</td>
<td>It is the world’s first law governing AI. The Act enshrines the definition of AI. The Act prohibits the usage of AI for unlawful practices and classifies AI systems into risk categories. National and EU officers are to be appointed for enforcement of the above act. Non-compliance to the act can lead to fines.</td>
</tr>
</tbody>
</table>

**In Ethical Education**

There is a strong demand for a curriculum on ethics and law, but the current ethical education is quite limited, with students having a self-perceived lack of knowledge.24-25 To fill this gap, student-led organizations (Asian Medical Students Association of India, Rotaract Club of Medicrew, Rotaract Club of Caduceus, Medical Students Association of India) have founded their bioethics units. These student-led units conceptualize, design, and implement projects to educate their members on ethics. These organizations have been instrumental in fostering in medical students a hunger for knowledge, but they suffer from a lack of measurable outcomes and generalizability. The International Chair in Bioethics conducts a paid 26-week International Certificate Course in Bioethics and is the major spearhead in access to and spread of bioethics education for all healthcare professionals.26 The courses conducted here are done by interdisciplinary experts. Regrettably, the discourse and dissemination of AI ethics to medical students remain limited within their purview.

**In Research**

Research is another area where medical students use AI. Currently, there is a wide discourse among journals on whether generative AI should be included as an author27 or not with major journals being against the same. Generative AI also gives out fake citations to articles that do not exist, which is referred to as ‘artificial hallucinations’.28 Hence, anti-LLM programs such as GPTZero29 and ZeroGPT were devised to weed out generative AI content in manuscripts with varying success.30 These future medical students who would become authors and journal editors should be educated about the judicious use of AI.

**Future Directives**

AI has ushered in a revolutionary age of unprecedented opportunities in the field of medical diagnosis, treatment, and patient care but the deficits in AI training have the potential to create classes of future physicians ill-equipped to navigate the intricacies of a joint human-machine healthcare system. The urgency to attend to this gap cannot be overstated and policymakers, medical educators, and stakeholders must take decisive actions to strengthen and prioritize AI education. The current crisis in AI stems from an absence of policies for the development and deployment of AI which can be mitigated by the establishment of robust ethical frameworks. Medical institutions should overhaul their curricula and integrate AI ethics through dedicated coursework and interdisciplinary collaboration. Furthermore, we request professional development and training opportunities to be provided to early as well as practicing career physicians. A proactive approach is the need of the hour.

**Role of the International Journal of Medical Students**

As a journal for student and early career physicians, IJMS will serve as a global, non-judgemental platform for sharing perspectives, experience, and empirical research on AI. Authors submitting their manuscripts to IJMS are advised not to utilize AI-generated content as the Journal will be scanning and rejecting articles found to have AI-generated content. The IJMS is committed to serving as an international forum for advancing knowledge and preparedness toward AI. In conclusion, the current medical curricula lacks a dedicated focus on AI and integration of AI education is imperative and should be done through a proactive, collaborative approach from stakeholders.
From this Issue at IJMS

The current issue of the IJMS brings forth seven original research articles, one narrative and one systematic review, two case reports and five experience articles, summing up a total of sixteen publications written by medical students and early career scientists.

Mohamed et al., assessed the occurrence of generalized anxiety disorder (GAD) and its potential risk factors in nearly 400 students enrolled in a medical school from Sudan. Their data demonstrated that over 30% of the subjects suffered from GAD, with severe anxiety detected in 12.3% of the study population, which significantly impacted their daily activities. Moreover, they revealed that GAD was more likely to occur in females, med students suffering from chronic illnesses and final-year medical students.31 Similarly, Gul et al., investigated the occurrence of depression in med students from Pakistan, pointing out based on information collected from over 300 individuals that nearly 20% of med students suffer from depression, and over a quarter of them are borderline cases. However, their assessment failed to identify risk factors for depression in the examined cohort, stressing the need for future research in the field of mental health amongst the future healthcare workforce.32 Moreover, Ozdemir et al., evaluated the interplay between sleep alterations and stress in med students from Turkey, pointing out that healthcare undergraduates display poor sleep quality and life satisfaction, variables which seemed to be influenced by anthropometric indices, lifestyle, nutritional habits, and hormonal changes.33 Furthermore, Brown et al., investigated the presence of gut-brain interaction disorders (DGBI) in med students from the United Kingdom, highlighting that over three-quarters of the examined population experienced DGBI. The most affected individuals seemed to be those experiencing anxiety, depression, somatic symptoms, or those who displayed poor nutritional habits, decreased physical or mental quality of life, or who frequently used medications for various reasons. Worryingly, a small proportion of the examined individuals sought help for DGBI management.34

On another note, Ganguli et al., evaluated the content of residency programs and other websites used by residency applicants during the match process, revealing that data regarding the wellness of healthcare workers is often lacking despite it being extremely relevant in the process of choosing a future specialty.35 In addition, Evensten-Martínez et al., examined the impact of Spanish education on the outcome of a one-week medical trip to a Spanish-speaking, stressing that no previous knowledge of Spanish should not be vicissitude in med students’ choice to engage in an international medical trip to a Spanish-speaking region.36

LeBron et al., investigated the appropriateness of empiric antibiotic management of uncomplicated cystitis in the emergency department, revealing no difference in prescription between week-days and weekend days, and that almost a third of antibiotic prescriptions were inappropriate for the disease.37 In a narrative review, Dailey examined the impact of psychosocial factors on birth outcomes of females with substance use disorder, highlighting the relevance of socioeconomic status, maternal stress, as well as mental health.38 Rafiq et al., conducted a systematic review to analyze the influence of sociocultural variables on the study habits of medical students, revealing a potential impact of personal factors, behavior, and the environment on medical education.39 Several interesting case reports have been accepted for publication in the current issue. Saldaña-Ruiz et al., present the case of a female adolescent who required liver transplantation for fulminant hepatic failure, being eventually diagnosed with Hodgkin’s lymphoma with liver involvement.40 González-Zuegaray et al., present a case of acute renal failure-induced hyperkalemia and share valuable tips on the ECG changes that occur in this type of dyselectrolytemia.41 Medical students also have amazing experiences to share with the international community. One can follow discussions on public health issues encountered in Cambodia and the US, as well as work in a leprosy healthcare facility from Nigeria.42-45 Finally, you can explore Dr. Michael McGee’s invaluable insights on medical socialization, drawing on his expertise in psychiatry.46 Read all about it in this issue’s virtual pages!
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